
January 2000  OPTICAL NETWORKS MAGAZINE   47

HUI ZANG 
Department of Computer Science 
University of California, Davis
Davis, CA 95616

JASON P. JUE
Department of Computer Science
The University of Texas at Dallas
Richardson, TX 75083

BISWANATH MUKHERJEE
Department of Computer Science 
University of California, Davis
Davis, CA 95616

1 INTRODUCTION
Wavelength-Division Multiplexing (WDM) in optical

fiber networks has been rapidly gaining acceptance as a means
to handle the ever-increasing bandwidth demands of network
users [1]. In a wavelength-routed WDM network, end users
communicate with one another via all-optical WDM channels,
which are referred to as lightpaths [2] (Fig. 1). A lightpath is
used to support a connection in a wavelength-routed WDM
network, and it may span multiple fiber links. In the absence
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ABSTRACT
This study focuses on the routing and Wavelength-
Assignment (RWA) problem in wavelength-routed optical
WDM networks. Most of the attention is devoted to such
networks operating under the wavelength-continuity con-
straint, in which lightpaths are set up for connection requests
between node pairs, and a single lightpath must occupy the
same wavelength on all of the links that it spans. In setting
up a lightpath, a route must be selected and a wavelength
must be assigned to the lightpath. If no wavelength is avail-
able for this lightpath on the selected route, then the con-
nection request is blocked. We examine the RWA problem
and review various routing approaches and wavelength-
assignment approaches proposed in the literature. We also
briefly consider the characteristics of wavelength-converted
networks (which do not have the wavelength-continuity con-
straint), and we examine the associated research problems
and challenges. Finally, we propose a new wavelength-
assignment scheme, called Distributed Relative Capacity
Loss (DRCL), which works well in distributed-controlled
networks, and we demonstrate the performance of DRCL
through simulation.

Figure 1: A wavelength-routed optical WDM network with 
lightpath connections.
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of wavelength converters, a lightpath must occupy the same
wavelength on all the fiber links through which it traverses;
this property is known as the wavelength-continuity constraint.
Figure 1 illustrates a wavelength-routed network in which
lightpaths have been set up between pairs of access nodes on
different wavelengths. In the remainder of this work, we
assume that each optical switch is connected to an access
node, and we refer to this integrated unit as a node.

Given a set of connections, the problem of setting up
lightpaths by routing and assigning a wavelength to each con-
nection is called the Routing and Wavelength-Assignment
(RWA) problem. Typically, connection requests may be of
three types: static, incremental, and dynamic [3]. With static
traffic, the entire set of connections is known in advance, and
the problem is then to set up lightpaths for these connections
in a global fashion while minimizing network resources such
as the number of wavelengths or the number of fibers in the
network. Alternatively, one may attempt to set up as many of
these connections as possible for a given fixed number of
wavelengths. The RWA problem for static traffic is known as
the Static Lightpath Establishment (SLE) problem. In the
incremental-traffic case, connection requests arrive sequen-
tially, a lightpath is established for each connection, and the
lightpath remains in the network indefinitely. For the case of
dynamic traffic, a lightpath is set up for each connection
request as it arrives, and the lightpath is released after some
finite amount of time. The objective in the incremental and
dynamic traffic cases is to set up lightpaths and assign wave-
lengths in a manner that minimizes the amount of connection
blocking, or that maximizes the number of connections that
are established in the network at any time. This problem is
referred to as the Dynamic Lightpath Establishment (DLE)
problem. In this study, we survey the different approaches to
solve both the static and the dynamic RWA problems.

The SLE problem can be formulated as a mixed-integer
linear program [4], which is NP-complete [2]. To make the
problem more tractable, SLE can be partitioned into two sub-
problems - (1) routing and (2) wavelength assignment - and
each subproblem can be solved separately. The work [5] in
proposed practical approximation algorithms to solve the SLE
problem for large networks, and graph-coloring algorithms
were employed to assign wavelengths to the lightpaths once
the lightpaths were routed properly. The DLE problem is
more difficult to solve, and therefore, heuristics methods are
generally employed. Heuristics exist for both the routing sub-
problem and the wavelength assignment subproblem.

For the routing subproblem, there are three basic
approaches that can be found in the literature: fixed routing,
fixed-alternate routing, and adaptive routing [6], [7], [8], [9],
[10]. Among these approaches, fixed routing is the simplest
while adaptive routing yields the best performance. Alternate
routing offers a trade-off between complexity and perform-
ance.We briefly discuss these approaches later in this work.

For the wavelength-assignment subproblem, a number of
heuristics have been proposed [11], [12], [13], [14], [15],
[16], [17]. These heuristics are Random Wavelength
Assignment, First-Fit, Least-Used/SPREAD, Most-
Used/PACK, Min-Product, Least Loaded, MAX-SUM,
Relative Capacity Loss, Wavelength Reservation, and
Protecting Threshold. We illustrate these algorithms later in
this work and compare them from a complexity and perform-

ance standpoint. Currently, the algorithm that offers the best
performance is Relative Capacity Loss (RCL) [17]; however,
RCL is relatively expensive to implement in a distributed-con-
trolled network, and it may introduce some significant control
overhead. Here, we introduce a new heuristic called the
Distributed Relative Capacity Loss (DRCL) algorithm, which
is based on RCL and which is more efficient in a distributed
environment.

The remainder of this work is organized as follows.
Section 2 formulates the SLE problem with combined routing
and wavelength assignment. Section 3 focuses purely on the
routing problem for both static and dynamic traffic. Section 4
discusses and compares various algorithms for static and
dynamic wavelength assignment. In this section we also intro-
duce our new DRCL approach for dynamic wavelength
assignment in a distributed environment. Section 5 concludes
this review.

2 THE ROUTING AND WAVELENGTH ASSIGNMENT
(RWA) PROBLEM
2.1 Static Routing and Wavelength Assignment

In this section, we address the static routing and wave-
length assignment (RWA) problem, also known as the Static
Lightpath Establishment (SLE) problem. In SLE, lightpath
requests are known in advance, and the routing and wave-
length assignment operations are performed off-line.The typ-
ical objective is to minimize the number of wavelengths need-
ed to set up a certain set of lightpaths for a given physical
topology. As an alternative to minimizing the number of wave-
lengths in the network, the dual problem is to maximize the
number of connections that can be established (minimize
blocking) for a given number of wavelengths and a given set of
connection requests. This dual to the SLE problem raises the
issue of fairness, in that solutions to this problem will tend to
establish more short connections which traverse fewer fiber
links than long connections which traverse a greater number
of links.

SLE, with the wavelength-continuity constraint, can be
formulated as an integer linear program (ILP) in which the
objective function is to minimize the flow in each link, which,
in turn, corresponds to minimizing the number of lightpaths
passing through a particular link. Let λsdw denote the traffic
(number of connection requests) from any source s to any des-
tination d on any wavelength w. We assume that two or more
lightpFaths may be set up between the same source-destina-
tion pair, if necessary, but that each of them must employ a
distinct wavelength; hence, λsdw ≤ 1. Let λsdw denote the traffic
(number of connection requests) from source s to destination
d on link ij and wavelength w. F sdw

ij ≤ 1 since a wavelength on a
link can be assigned to only one path. Given a network physi-
cal topology, a set of wavelengths, and the traffic matrix Λ in
which Λsd denotes the number of connections needed between
source s and destination d, the problem can be formulated as
follows (which turns out to be an integer linear program (ILP)):

Minimize: Fmax (1)
such that  

Fmax ≥ Σ
s,d,w

F sdw
max ∀  ij (2)
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-λsdw if s =  j
Σ
i

F sdw
ij   −  Σ

k
F sdw

jk =     λsdw if d =  j (3)
0       otherwise{



Σ
w

λsdw =  Λsd (4)

F sdw
ij  =  0,1 (5)

Σ
s,d

F sdw
ij  ≤  1 (6)

This approach may also be used to obtain the minimum
number of wavelengths required for a given set of connection
requests by performing a search on the minimum number of
wavelengths in the network. For a given number of wave-
lengths, we can apply the ILP to see if a solution can be found.
If a solution is not found, then a greater number of wave-
lengths is attempted.This procedure is iterated until the min-
imum number of wavelengths is found.

The problem as formulated above is NP-complete [18].
Section 3 addresses how a simpler form of the problem can be
solved by reducing the problem size and by relaxing the inte-
grality constraints, as outlined in [1].

The alternate problem of maximizing the number of
established connections for a fixed number of wavelengths
and a given set of connection requests can also be formulated
as an ILP as follows [4].

The following are defined:
• Nsd: Number of source-destination pairs.
• L: Number of links.
• W: Number of wavelengths per link.
• m = { mi }, i = 1, 2,..., Nsd: Number of connections

established for source-destination pair i.
• ρ: Offered load (total number of connection requests to

be routed).
• q = { qi }, i = 1, 2,..., Nsd: Fraction of the load which

arrives for source-destination pair i (thus, qi ρ= number 
of connections to be set up for source-destination pair i).
(This is the definition of load for the static case.
The definition of load for the dynamic case is different,
and will be provided in Section 4.2.) 

• P: Set of paths on which a connection can be routed.
• A = (aij): P × Nsd matrix in which aij = 1 if path i is 

between source-destination pair j, and ai = 0 otherwise.
• B = (bij): P × L matrix in which bij = 1 if link j is on path i,

and bij = 0 otherwise.
• C = (cij): P × W route and wavelength assignment matrix,

such that cij = 1 if wavelength j is assigned to path i, and 
cij = 0 otherwise.

The objective of the routing and wavelength assignment prob-
lem is to maximize the number of established connections,
C0(ρ,q). The ILP formulation is as follows:

Maximize: C0(ρ,q) =
Nsd

Σ
i=1

mi (7)

subject to 

mi ≥ 0, integer, i = 1,2,...,Nsd (8)

cij ∈ {0, 1} i = 1,2,..., P, j = 1,2,...,W (9) 

CTB ≤ 1W × L (10)

m ≤ 1W CTA (11)

mi ≤ qi ρ, i = 1,2,...,Nsd (12)

Equation (7) gives the total number of established con-
nections in the network. Equation (10) specifies that a wave-
length can be used at most once on a given link, where 1W × L
is the W × L matrix whose elements are unity. Equations (11)
and (12) ensure that the number of established connections is
less than the number of requested connections, where 1W is
the 1 × W matrix whose elements are unity.

2.2 Routing and Wavelength Assignment with
Wavelength Conversion

To complete the discussion of RWA, we briefly address
wavelength conversion in this section. In a wavelength-routed
WDM network, the wavelength-continuity constraint can be
eliminated if we are able to use a wavelength converter to con-
vert the data arriving on one wavelength on a link into anoth-
er wavelength at an intermediate node before forwarding it on
the next link. Such a technique is feasible and is referred to as
wavelength conversion. Wavelength-routed networks with this
capability are referred to as wavelength-convertible net-
works[19]. If a wavelength converter provides the ability to
convert from any wavelength to any other wavelength (such
wavelength converters are said to have full-range capacity),
and if there is one wavelength converter for each fiber link in
every node of the network, then the network is said to have full
wavelength-conversion capabilities. A wavelength-convertible
network with full wavelength-conversion capability at each
node is equivalent to a circuit-switched telephone network;
thus, only the routing problem needs to be addressed, and
wavelength assignment is not an issue.

Notice that a single lightpath in such a wavelength-convert-
ible network can possibly use a different wavelength along each of
the links in its path. Thus, wavelength conversion may improve
the efficiency in the network by resolving the wavelength conflicts
of the lightpaths. Usually, for a given routing scheme, wavelength
conversion provides a lower bound on the achievable blocking
probability for a given wavelength-assignment scheme.

Let λsd denote the traffic (number of connection requests)
from any source s to any destination d. Let F sdw

ij  denote the traffic
(number of connection requests) from source s to destination
d on link ij.The formulation of the RWA problem without the
wavelength-continuity constraint is as follows:

Minimize: Fmax (13)
such that 

Fmax ≥ Σ
s,d

F sdw
ij  ∀ ij (14)

The “dual” version of the RWA problem with wavelength
conversion is straightforward and is not shown here.

In many cases, full wavelength conversion in the network
may not be preferred and may not even be necessary due to
high costs and limited performance gains. It is possible that
either a subset of the nodes allows wavelength conversion, a
wavelength converter is shared by more than one fiber link, or
a node employs converters that can only convert to a limited
range of wavelengths. The problems related to designing a
wavelength-routed WDM network with limited wavelength
conversion are as follows (see [20] for details):
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-λsdw if s =  j
Σ
i

F sdw
ij  − Σ

k
F sdw

jk =     λsdw if d =  j (15)
0       otherwise{



1. Sparse location of wavelength converters in the network:
As long as wavelength converters remain expensive, it may
not be economically viable to equip all the nodes in a WDM
network with these devices.The effects of sparse conversion
(i.e., having only a few converting switches in the network)
on connection-blocking have been examined in [21]. An
interesting question is where (optimally?) to place these few
converters in an arbitrary network and what is the likely
upgrade-path toward full-fledged convertibility? A heuristic
technique for the placement of these sparse converters is
presented in [22].

2. Sharing of converters: Even among the switches capable
of wavelength conversion, it may not be cost-effective to
equip all of the output ports of a switch with this capability.
Designs of switch architectures have been proposed that
allow sharing of converters among the various signals at a
switch. It has been shown in [23] that the performance of
such a network saturates when the number of converters at
a switch increases beyond a certain threshold. An interesting
problem is to quantify the dependence of this threshold on
the routing algorithm used and the blocking probability
desired.

3. Limited-range wavelength conversion: Four-wave-mix-
ing-based all-optical wavelength converters provide only a
limited-range conversion capability. If the range is limited to
k, then an input wavelength λi can only be converted to
wavelengths λmax(i-k,1) through λmin(i+k,w), where w is the num-
ber of wavelengths in the system (indexed 1 through W).
Analysis shows that networks employing such devices, how-
ever, compare favorably with those utilizing converters with
full-range capability, under certain conditions [20, 24].
Limited-range wavelength conversion can also be provided
at nodes using optoelectronic conversion techniques [25].

3 ROUTING
Although combined routing and wavelength assignment

is a hard problem, it can be simplified by decoupling the prob-
lem into two separate subproblems: the routing subproblem
and the wavelength assignment subproblem. In this section,
we focus on various approaches to routing connection
requests.

3.1Fixed Routing
The most straightforward approach to routing a connec-

tion is to always choose the same fixed route for a given
source-destination pair. One example of such an approach is
fixed shortest-path routing. The shortest-path route for each
source-destination pair is calculated off-line using standard
shortest-path algorithms, such as Dijkstra’s algorithm or the

Bellman-Ford algorithm, and any connection between the
specified pair of nodes is established using the pre-determined
route. In Fig. 2, the fixed shortest-path route from Node 0 to
Node 2 is illustrated. This approach to routing connections is
very simple; however, the disadvantage of such an approach is
that, if resources (wavelengths) along the path are tied up, it
can potentially lead to high blocking probabilities in the
dynamic case, or may result in a large number of wavelengths
being used in the static case. Also, fixed routing may be unable
to handle fault situations in which one or more links in the
network fail. To handle link faults, the routing scheme must
either consider alternate paths to the destination, or must be
able to find the route dynamically. Note that, in Fig. 2, a con-
nection request from Node 0 to Node 2 will be blocked if a
common wavelength is not available on both links in the fixed
route, or if either of the links in the fixed route is cut.

3.2 Fixed-Alternate Routing
An approach to routing that considers multiple routes is

fixed-alternate routing. In fixed-alternate routing, each node
in the network is required to maintain a routing table that
contains an ordered list of a number of fixed routes to each
destination node. For example, these routes may include the
shortest-path route, the second-shortest-path route, the
third-shortest-path route, etc. A primary route between a
source node s and a destination node d is defined as the first
route in the list of routes to node d in the routing table at node s.
An alternate route between s and d is any route that does not
share any links (is link-disjoint) with the first route in the
routing table at s. The term “alternate routes” is also
employed to describe all routes (including the primary route)
from a source node to a destination node. Figure 3 illustrates
a primary route (solid line) from Node 0 to Node 2, and an
alternate route (dashed line) from Node 0 to Node 2.

When a connection request arrives, the source node
attempts to establish the connection on each of the routes
from the routing table in sequence, until a route with a valid
wavelength assignment is found. If no available route is found
from the list of alternate routes, then the connection request
is blocked and lost. In most cases, the routing tables at each
node are ordered by the number of fiber link segments (hops)
to the destination.Therefore, the shortest path to the destina-
tion is the first route in the routing table. When there are ties
in the distance between different routes, one route may be
selected at random. Fixed-alternate routing provides simplic-
ity of control for setting up and tearing down lightpaths, and
it may also be used to provide some degree of fault tolerance
upon link failures, as discussed in Section 3.5.Another advantage

50 OPTICAL NETWORKS MAGAZINE January 2000

0

1 2

3

45
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Figure 2: Fixed shortest-path route from Node 0 to Node 2.



of fixed-alternate routing is that it can significantly reduce the
connection blocking probability compared to fixed routing. It
has also been shown that, for certain networks, having as few
as two alternate routes provides significantly lower blocking
probabilities than having full wavelength conversion at each
node with fixed routing [10].

3.3 Adaptive Routing
In adaptive routing, the route from a source node to a

destination node is chosen dynamically, depending on the net-
work state. The network state is determined by the set of all
connections that are currently in progress. One form of adap-
tive routing is adaptive shortest-cost-path routing, which is
well-suited for use in wavelength-converted networks. Under
this approach, each unused link in the network has a cost of 1
unit, each used link in the network has a cost of ∞, and each
wavelength-converter link has a cost of c units. If wavelength
conversion is not available, then c = ∞. When a connection
arrives, the shortest-cost path between the source node and
the destination node is determined. If there are multiple paths
with the same distance, one of them is chosen randomly. By
choosing the wavelength-conversion cost c appropriately, we
can ensure that wavelength-converted routes are chosen only
when wavelength-continuous paths are not available. In short-
est-cost adaptive routing, a connection is blocked only when
there is no route (either wavelength-continuous or wave-
length-converted) from the source node to the destination
node in the network. Adaptive routing requires extensive sup-
port from the control and management protocols to continu-
ously update the routing tables at the nodes. An advantage of
adaptive routing is that it results in lower connection blocking
than fixed and fixed-alternate routing. For the network in
Fig. 4, if the links (1,2) and (4,2) in the network are busy, then
the adaptive-routing algorithm can still establish a connection
between Nodes 0 and 2, while both the fixed-routing protocol
and the fixed-alternate routing protocols with fixed and alter-
nate paths as shown in Fig. 3 would block the connection.

Another form of adaptive routing is least-congested-path
(LCP) routing [6]. Similar to alternate routing, for each
source-destination pair, a sequence of routes is pre-selected.
Upon the arrival of a connection request, the least-congested
path among the pre-determined routes is chosen.The conges-
tion on a link is measured by the number of wavelengths avail-
able on the link. Links that have fewer available wavelengths
are considered to be more congested. The congestion on a
path is indicated by the congestion on the most congested link
in the path. If there is a tie, then shortest-path routing may be
used to break the tie. An alternate implementation is to always
give priority to shortest paths, and to use LCP only for break-

ing ties. Both combinations are examined through simulation
in [8], and it has been shown that using shortest-path routing
first and LCP second works better than using LCP alone.

A disadvantage of LCP is its computational complexity.
In choosing the least-congested path, all links on all candidate
paths have to be examined. A variant of LCP is proposed in
[8] which only examines the first k links on each path
(referred to as the source’s neighborhood information), where
k is a parameter to the algorithm. It has been shown that,
when k = 2, this algorithm can achieve similar performance to
fixed-alternate routing. It is also shown in [8] that LCP per-
forms much better than fixed-alternate routing.

3.4 ILP Formulation for Static Lightpath
Establishment

Similar to RWA (Section 2), the routing problem can also
be formulated as an ILP in which we minimize the maximum
number of lightpaths on any given link. The primary differ-
ence between this formulation and the previous formulation is
that this formulation does not impose the wavelength-conti-
nuity constraint. Instead, wavelength continuity is imposed
when actually assigning wavelengths to the lightpaths. Let lsd
denote the traffic (in terms of connection requests) from any
source s to any destination d. Let F sdw

ij  denote the traffic (in
terms of the number of connections) that is flowing from
source s to destination d on link ij. The ILP formulation,
which is the same as that for the wavelength-conversion case,
can be found in Equations (13) through (15).

This problem is NP-complete [18] but can be approxi-
mated successfully by limiting the search space, and by utilizing
randomized rounding [1].The search space can be reduced by
considering only a limited subset of possible links for a route
between a given source-destination pair. The number of con-
straint equations can be further reduced through the use of
randomized rounding. In randomized rounding, the problem
is cast as a multicommodity flow problem in which each light-
path corresponds to a single commodity that must be routed
from a source to a destination. The flow of a commodity in
each link must be either 0 or 1. The problem of minimizing
the flow on each link is NP-complete, but the non-integral
version of the problem in which the flows of each commodity
may take on any value between 0 and 1 can be solved by a
suitable linear programming (LP) method. The fractional
flows provided by the LP solution must then be converted to
integer flows. This conversion first utilizes (1) path stripping,
in which we find a set of possible alternate routes for each
lightpath and assign weights to each possible route, and then
(2) randomized selection, in which one route is randomly
selected for each lightpath according to the weights assigned
by path stripping.

This approach to routing the connections is combined
with graph coloring (described in Section 4.1) to solve the
SLE problem, and the corresponding results are very close to
the lower bound for the number of wavelengths that are need-
ed to establish a given set of lightpaths.

3.5 Fault-Tolerant Routing
When setting up connections in a wavelength-routed

optical WDM network, it is often desirable to provide some
degree of protection against link and node failures in the net-
work by reserving some amount of spare capacity [10], [26].
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Figure 4: Adaptive route from Node 0 to Node 2.



A common approach to protection is to set up two link-dis-
joint lightpaths (the routes for the lightpaths do not share any
common links) for every connection request. One lightpath,
called the primary lightpath, is used for transmitting data,
while the other lightpath is reserved as a backup in the event
that a link in the primary lightpath fails.This approach can be
used to protect against any single-link failures in the network
(a situation in which any one physical fiber link in the network
fails).To further protect against node failures, the primary and
alternate paths may also be node-disjoint.

Fixed-alternate routing provides a straightforward
approach to handling protection. By choosing the alternate
paths such that their routes are link-disjoint from the primary
route, we can protect the connection from any single-link fail-
ures by allocating one of the alternate paths as a backup path.

In adaptive routing, a protection scheme may be imple-
mented in which the backup path is set up immediately after
the primary path has been established.The same routing pro-
tocol may be used to determine the backup path, with the
exception that a link cost is set to ∞ if that link is being used
by the primary path on any wavelength. The resulting route
will then be link-disjoint from the primary path. An alternative
is to implement restoration, in which the backup path is deter-
mined dynamically after the failure has occurred. Restoration
will only be successful if sufficient resources are available in
the network. Note also that, when a fault occurs, dynamic dis-
covery and establishment of a backup path under the restora-
tion approach might take significantly longer than switching
over to the pre-established backup path using the protection
approach.

The static formulation in Section 3.4 may also be extended
to provide for fault protection in the network. The modified
formulation would include additional constraint equations
requiring that two lightpaths be set up for each connection
(one primary lightpath and one backup lightpath), and that
the routes for these two lightpaths do not share any links.

For further information regarding protection and restora-
tion, the reader is referred to [10], [26].

4 WAVELENGTH ASSIGNMENT
In this section, we first study the static wavelength-

assignment problem, i.e., given a set of lightpaths and their
routes, assign a wavelength to each lightpath such that no two
lightpaths share the same wavelength on a given fiber link.
One approach to solving this problem is to formulate it as a
graph-coloring problem [1].

We then turn to the dynamic wavelength-assignment
problem, and discuss 10 wavelength-assignment heuristics.

We also introduce a new distributed wavelength-assignment
scheme called Distributed Relative Capacity Loss (DRCL).
These heuristics may also be applied to the static wavelength-
assignment problem by ordering the lightpaths and then
sequentially assigning wavelengths to the ordered lightpaths.

4.1 The Static Wavelength-Assignment Problem
Once a path has been chosen for each connection, the num-

ber of lightpaths traversing any physical fiber link defines the con-
gestion on that particular link. Wavelengths must be assigned to
each lightpath such that any two lightpaths that are sharing the
same physical link are assigned different wavelengths.

Assigning wavelengths to different lightpaths in a manner
that minimizes the number of wavelengths used under the
wavelength-continuity constraint reduces to the graph-coloring
problem, as stated below.
1. Construct an auxiliary graph G(V,E), such that each light-

path in the system is represented by a node in graph G.
There is an undirected edge between two nodes in graph G
if the corresponding lightpaths pass through a common
physical fiber link (see Figs. 5 and 6).

2. Color the nodes of the graph G such that no two adjacent
nodes have the same color.

This problem has been shown to be NP-complete, and the
minimum number of colors needed to color a graph G (called
the chromatic number χ(G) of the graph) is difficult to deter-
mine. However, there are efficient sequential graph-coloring
algorithms that are optimal in the number of colors used.

In a sequential graph-coloring approach, vertices are
sequentially added to the portion of the graph already col-
ored, and new colorings are determined to include each newly
adjoined vertex. At each step, the total number of colors nec-
essary is kept to a minimum. It is easy to observe that some
particular sequential vertex coloring will yield a χ(G) coloring.
To see this, let Ti be the vertices colored i by a χ(G) coloring
of G. Then, for any ordering of the vertices V(G), which has
all members of Ti before any member of Tj for 1≤ i≤ j χ(G), the
corresponding sequential coloring will be a χ(G) coloring.

It is also easy to note that, if ∆(G) denotes the maximum
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degree in a graph, then χ(G) ∆(G) + 1. However, intuitively, if
a graph has only a few nodes of very large degree, then color-
ing these nodes early will avoid the need for using a very large
set of colors. This gives rise to the following theorem:

Theorem: Let G be a graph with V(G) = v1, v2,..., vn

where (vi) ≥ deg(vi+1) for i =1,2,..., n-1, and n is the number
of nodes in G. Then χ(G) ≤ max1≤i≤nmin{i,1+deg(vi)}.
Determination of a sequential coloring procedure correspon-
ding to such an ordering will be termed the largest-first algo-
rithm. The proof is straightforward and can be found in [27].

A closer inspection of the sequential coloring procedure
shows that, for a given ordering v1, v2,..., vn of the vertices of
a graph G, the corresponding sequential coloring algorithm
could never require more than k colors, where 

k = max
1≤i≤n { 1 + deg<v1,v2,..., vn> (vi) } 

and deg<v1,v2,..., vn> (vi) refers to the degree of node vi in the
vertex-induced subgraph denoted by <v1,v2,..., vn>. The
determination of a vertex ordering that minimizes k was
derived in [28] and can be found in the following procedure:

1. For n =  V(G) , let vn be chosen to have minimum 
degree in G.

2. For i =  n-1, n-2,..., 2, 1, let vi be chosen to have 
minimum degree in 

<V(G) - vn, vn-1,..., vi+1>.
For any vertex ordering v1, v2,..., vn determined in this 
manner, we must have 

deg<v1, v2,..., vi> (vi) = min
1≤j≤i deg<v1, v2,..., vi> (vj) 

for 1 ≤ i ≤ n, so that such an ordering will be termed a small-
est-last (SL) vertex ordering. The fact that any smallest-last
vertex ordering minimizes k over the n! possible orderings is
shown in [28]. Applying SL vertex ordering to the graph in
Fig. 6 and using the node index to break ties, we obtain the
following ordering: <2,5,1,6,3,4,7,8>. Note that this ordering
yields 3 wavelengths, which is the minimum number of wave-
lengths required for the set of lightpaths in Fig. 5.

4.2 Wavelength-Assignment Heuristics
For the case in which lightpaths arrive one at a time

(either incremental or dynamic traffic), heuristic methods
must be used to assign wavelengths to lightpaths. For the
dynamic problem, instead of attempting to minimize the
number of wavelengths as in the static case, we assume that
the number of wavelengths is fixed (this is the practical situa-
tion), and we attempt to minimize connection blocking.

The following heuristics have been proposed in the liter-
ature: (1) Random, (2) First-Fit, (3) Least-Used/SPREAD,
(4) Most-Used/PACK, (5) Min-Product, (6) Least Loaded,
(7) MAX-SUM, (8) Relative Capacity Loss, (9) Wavelength
Reservation, and (10) Protecting Threshold. These heuristics
can all be implemented as on-line algorithms and can be com-
bined with different routing schemes. The first eight schemes
attempt to reduce the overall blocking probability for new
connections, while the last two approaches aim to reduce the
blocking probability for connections that traverse more than
one link. In our discussions, we use the following notation and
definitions:

• L: Number of links.
• Ml: Number of fibers on link l
• M: Number of fibers per link if all links contain the same

number of fibers.
• W: Number of wavelengths per fiber.
• π(p): Set of links comprising path p.
• Sp: Set of available wavelengths along the selected paths p.
• D: L-by-W matrix, where Dlj indicates the number of

assigned fibers on link l and wavelength j. Note that the 
value of Dlj varies between 0 and Ml.

• Load: For dynamic traffic, the holding time is exponentially 
distributed with a normalized mean of one unit, and con-
nection arrivals are Poisson; thus, load is expressed in units 
of Erlangs.

We describe the wavelength-assignment heuristics below.
1. Random Wavelength Assignment (R). This scheme

first searches the space of wavelengths to determine the set of
all wavelengths that are available on the required route.
Among the available wavelengths, one is chosen randomly
(usually with uniform probability).

2. First-Fit (FF). In this scheme, all wavelengths are
numbered. When searching for available wavelengths, a lower-
numbered wavelength is considered before a higher-numbered
wavelength.The first available wavelength is then selected.This
scheme requires no global information. Compared to Random
wavelength assignment, the computation cost of this scheme is
lower because there is no need to search the entire wavelength
space for each route.The idea behind this scheme is to pack all
of the in-use wavelengths toward the lower end of the wave-
length space so that continuous longer paths toward the higher
end of the wavelength space will have a higher probability of
being available.This scheme performs well in terms of blocking
probability and fairness, and is preferred in practice because of
its small computational overhead and low complexity. Similar to
Random, FF does not introduce any communication overhead
because no global knowledge is required.

3. Least-Used (LU)/SPREAD. LU selects the wave-
length that is the least used in the network, thereby attempt-
ing to balance the load among all the wavelengths. This
scheme ends up breaking the long wavelength paths quickly;
hence, only connection requests that traverse a small number
of links will be serviced in the network. The performance of
LU is worse than Random, while also introducing additional
communication overhead (e.g., global information is required
to compute the least-used wavelength). The scheme also
requires additional storage and computation cost; thus, LU is
not preferred in practice.

4. Most-Used (MU)/PACK. MU is the opposite of LU
in that it attempts to select the most-used wavelength in the
network. It outperforms LU significantly [16].The communi-
cation overhead, storage, and computation cost are all similar
to those in LU. MU also slightly outperforms FF, doing a bet-
ter job of packing connections into fewer wavelengths and
conserving the spare capacity of less-used wavelengths.

5. Min-Product (MP). MP is used in multi-fiber net-
works [14]. In a single-fiber network, MP becomes FF. The
goal of MP is to pack wavelengths into fibers, thereby mini-
mizing the number of fibers in the network. MP first com-
putes 

Π
l ∈π(p)

Dlj
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for each wavelength j, i.e., 1 ≤ j ≤ W. If we let X denote the set
of wavelengths j that minimizes the above value, then MP
chooses the lowest-numbered wavelength in X. As shown in
[16], MP does not perform as well as the multi-fiber version of
FF in which the fibers, as well as the wavelengths, are ordered.
MP also introduces additional computation costs.

6. Least-Loaded (LL). The LL heuristic, like MP, is
also designed for multi-fiber networks [15]. This heuristic
selects the wavelength that has the largest residual capacity on
the most-loaded link along route p. When used in single-fiber
networks, the residual capacity is either 1 or 0; thus, the
heuristic chooses the lowest-indexed wavelength with residual
capacity 1.Thus, it reduces to FF in single-fiber networks. LL
selects the minimum indexed wavelength j in Sp that achieves 

max
j∈Sp

min
l∈π(p) 

(Ml - Dlj)

In [15], it is shown that LL outperforms MU and FF in terms
of blocking probability in a multi-fiber network.

7. MAX-SUM (MΣ). MΣ [12], [16] was proposed for
multi-fiber networks but it can also be applied to the single-fiber
case. MΣ considers all possible paths (lightpaths with their pre-
selected routes) in the network and attempts to maximize the
remaining path capacities after lightpath establishment. It
assumes that the traffic matrix (set of possible connection
requests) is known in advance, and that the route for each
connection is pre-selected.These requirements can be achieved
since the traffic matrix is assumed to be stable for a period of
time, and routes can then be computed for each potential path
on the fly.

To describe the heuristic, we introduce the following
notation. Let ψ be a network state that specifies the existing
lightpaths (routes and wavelength assignments) in the net-
work. In MΣ, the link capacity on link l and wavelength j in
state ψ, r(ψ, l, j), is defined as the number of fibers on which
wavelength j is unused on link l, i.e.,

r(ψ, l, j) = Ml - D(ψ)l j,

where D(ψ) is the D matrix in state ψ.
The path capacity r(ψ, p, j) on wavelength j is the number of
fibers on which wavelength j is available on the most-congested
link along the path p, i.e.,

r(ψ, p, j) = min
l∈π(p) 

r(ψ, l, j).

The path capacity of path p in state ψ is the sum of path
capacities on all wavelengths, i.e.,

R(ψ, p) =
max

Σ
j=1

min
l∈π(p) 

c(ψ, l, j).

Let 
• Ω(ψ, p) be the set of all possible wavelengths that are avail-
able for the lightpath that is routed on path p, and 
• ψ'(j) be the next state of the network if wavelength j is
assigned to the connection.
MΣ chooses the wavelength j that maximizes the quantity 

Σ
p∈P

R(ψ'(j), p),

where P is the set of all potential paths for the connection
request in the current state. Once the lightpath for the con-
nection has been established, the network state is updated
and the next connection request may be processed.We shall
illustrate how this algorithm works with an example later in
this section.

8. Relative Capacity Loss (RCL). RCL was proposed
in [17] and is based on MΣ. MΣ can also be viewed as an
approach that chooses the wavelength j that minimizes the
capacity loss on all lightpaths, which is 

Σ
p∈P

(R(ψ'(j) - (R(ψ'(j),p)),

where ψ is the network state before the lightpath is set up.
Since only the capacity on wavelength j will change after the
lightpath is set up on wavelength j, MΣ chooses wavelength j
to minimize the total capacity loss on this wavelength, i.e.,

Σ
p∈P

(r(ψ'(j) - (r(ψ'(j),p)).

On the other hand, RCL chooses wavelength j to minimize the
relative capacity loss, which can be computed as 

Σ
p∈P

(R(ψ'(j) - (r(ψ'(j),p))/r(ψ,p,j).

RCL is based on the observation that minimizing total
capacity loss sometimes does not lead to the best choice of
wavelength. When choosing wavelength i would block one
lightpath p1, while choosing wavelength j would decrease the
capacity of lightpaths p2 and p3, but not block them, then
wavelength j should be chosen over wavelength i, even though
the total capacity loss for wavelength j is greater than the total
capacity loss for wavelength i. Thus, RCL calculates the
Relative Capacity Loss for each path on each available wave-
length and then chooses the wavelength that minimizes the
sum of the relative capacity loss on all the paths.

Both MΣ and RCL can be used for non-uniform traffic by
taking a weighted sum over the capacity losses. RCL has been
shown to perform better than MΣ in most cases. Illustrative
examples comparing the performance of the various wave-
length-assignment schemes in terms of connection blocking
are presented later in this work.

Thus far, the wavelength-assignment schemes that we
have described attempt to minimize the blocking probability.
However, considering that longer lightpaths have a higher
probability of getting blocked than shorter paths, some
schemes attempt to protect longer paths. These schemes are
wavelength reservation (Rsv) and protecting threshold (Thr)
[13]. Rsv and Thr differ from other wavelength-assignment
schemes in two ways: First, they do not specify which wave-
length to choose, but instead specify whether or not the con-
nection request can be assigned a wavelength under the cur-
rent wavelength-usage conditions. Hence, they can not work
alone and must be combined with other wavelength-assign-
ment schemes. Second, other schemes aim at minimizing the
overall blocking probability for all connection requests, while
the Rsv and Thr schemes attempt to protect only the connec-
tions that traverse multiple fiber links (multihop connections).
Therefore, when these two schemes are used, the overall
blocking probability performance in the network may be higher,
but a greater degree of fairness can be achieved, in that
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connections that traverse multiple fiber links will not have
significantly higher blocking probabilities than connections
that traverse only a single fiber link.

9.Wavelength Reservation (Rsv). In Rsv, a given wave-
length on a specified link is reserved for a traffic stream, usu-
ally a multihop stream. For example, in Fig. 2, wavelength λ1

on link (1,2) may be reserved only for connections from Node
0 to Node 3; thus, a connection request from Node 1 to Node
2 cannot be set up on λ1 link (1,2), even if the wavelength is
idle. This scheme reduces the blocking for multihop traffic,
while increasing the blocking for connections that traverse
only one fiber link (single-hop traffic) [13].

10. Protecting Threshold (Thr). In Thr, a single-hop
connection is assigned a wavelength only if the number of idle
wavelengths on the link is at or above a given threshold [13].

The above wavelength-assignment schemes can work on-
line since they make use of the current network state infor-
mation. It is straightforward to show that they can also work
off-line for static network traffic by handling the static set of
lightpaths sequentially. An additional issue when applying
these heuristics to the static problem is how to order the light-
paths when assigning wavelengths. Approaches similar to
those in Section 4.1 may be applied.

4.2.1 Illustrative Example
We use an example to illustrate how the above wave-

length-assignment schemes work in a single-fiber network.
This example was borrowed from and was initially used to
illustrate the MΣ and RCL heuristics.

Consider a six-link segment of a single-fiber network
spanning a tandem sequence of seven nodes (numbered 0
through 6) with a current wavelength-usage pattern as shown
in Fig. 7. If we want to set up a lightpath P1: (2, 4), we observe
that four wavelengths (λ0 through λ3) are available.

In the Random scheme, any of the four wavelengths can
be chosen with equal probability.

If First-Fit is used, λ0 will be assigned. λ0 will also be
assigned in Min-Product and Least-Loaded, since they reduce
to First-Fit in single-fiber networks. Since λ0, λ1, and λ3 are
each used on two out of the six links in the network and λ2 is
used only on one link, Least-Used will choose λ2 and Most-
Used will choose either λ0, λ1, or λ3 with equal probability.

When performing the calculations using MΣ and RCL, a
pre-determined traffic matrix that specifies a set of connections
and their paths must be assumed. We consider the case in
which there are only three other potential paths that share
common links with P1, and that no other paths need to be con-
sidered.These paths are P2: (1, 5), P3: (3, 6), and P4: (0, 3).The
total capacity loss (for MΣ) and total relative capacity loss (for
RCL) are calculated in Table 1 and Table 2, respectively. For
MΣ, we observe that setting up lightpath P1 on wavelength λ0

will block path P4 on λ0, setting up P1 on λ1 will block P3, set-
ting up P1 on λ2 will block both P2 and P3, and setting up P1

on λ3 will block P2. Choosing λ2 will result in the highest total
capacity loss, or the highest amount of blocking for possible
future calls; thus, any of λ0, λ1, and λ3, which have equal total
capacity loss, may be chosen by MΣ. However, note that, by
choosing λ0, path P4 will be blocked on all wavelengths, where-
as if we choose λ1 or λ3, each of P2, P3, and P4 would still have
at least one wavelength on which they would not be blocked.

RCL attempts to improve on MΣ by also taking into con-
sideration the number of available alternate wavelengths for
each potential future connection.We observe that path P2 may
choose either of two wavelengths, λ2 or λ3; thus, if P1 is estab-
lished on either of these wavelengths, then the relative capaci-
ty loss for P2 is 1/2. Similarly, P3 has two wavelengths on which
a connection can be established; therefore, its relative capacity
loss on these wavelengths is also 1/2. However, a connection on
P4 can only be established on wavelength λ0; thus, its relative
capacity loss is 1 for wavelength λ0. Summing the relative
capacity loss for each wavelength over all paths yields the total
relative capacity loss on a given wavelength. Choosing the
wavelength with the smallest total relative capacity loss results
in either λ1 or λ3 being chosen, but not λ0 or λ2.

Since Wavelength Reservation and Protecting Threshold
must work together with other protecting schemes, their oper-
ation is not discussed here.

4.2.2 Analysis of Wavelength-Assignment
Algorithms

Approximate analysis has been done for some of the
wavelength-assignment algorithms [8], [29], [30], wherein
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wavelength Capacity loss on each path Total capacity loss
P2: (1, 5) P3: (3, 6) P4: (0, 3) on each wavelength 

λ3 1 0 0 1
λ2 1 1 0 2
λ1 0 1 0 1
λ0 0 0 1 1        

Table 1: The calculation in MΣ.

wavelength RCL on each path Total RCL loss
P2: (1, 5) P3: (3, 6) P4: (0, 3) on each wavelength 

λ3 0,5 0 0 0,5
λ2 0,5 0,5 0 1
λ1 0 0,5 0 0,5
λ0 0 0 1 1        

Table 2: The calculation in RCL.
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performance issues such as blocking probabilities are studied
and validated by simulation. Among these studies, all three
types of routing approaches have been analyzed but only two
types of wavelength-assignment heuristics, Random and First-
Fit, have been analyzed. The work in [29] studied the block-
ing probability of fixed routing and least-congested routing
combined with random wavelength assignment. In [30], the
authors gave an analytical model for fixed routing and alter-
nate routing with First-Fit wavelength assignment. The work
in [8] analyzed the performance of least-congested routing
with random wavelength assignment. Interested readers are
referred to these papers.

4.2.3 Simulation Results
We compare the first eight wavelength-assignment heuris-

tics via simulation. Fixed routing is used in all simulations as
required by MΣ and RCL. Simulations are carried out on the
network shown in Fig. 8, and each link in the network contains
M fibers, and each fiber supports W wavelengths. Results are
shown in Figs. 9 through 11 for different values of M and W.

A distributed link-state control protocol [31] is used in
our simulations, and the results depend on the propagation
delays in the network.This approach differs significantly from
that in [16], in which centralized control is used and no prop-
agation delays are assumed. In the link-state protocol, each
node has full information regarding the network state.When a
lightpath is set up, the appropriate information is broadcast to
all nodes, which then update their state information. Since it
takes a certain amount of time for the information to reach all

of the nodes, some nodes may make routing and wavelength-
assignment decisions based on outdated information if con-
nection requests are arriving at a high rate. These decisions
based on outdated information can lead to higher blocking
probabilities; thus, heuristics that rely on more state information
may potentially have higher blocking probabilities if the prop-
agation delay is high and connection-arrival rates are high.

In the single-fiber case (Fig. 9), MU is found to achieve
the best performance under low load while MΣ and RCL
work well when the load is high ( ≥ 50 Erlangs), with the other
approaches not that far behind.When the number of fibers per
link is two (M = 2), MU, MP, and RCL perform well under
low load, while LL and MΣ offer better performance under a
higher load (Fig. 10). When the number of fibers per link is
four (M = 4), LL appears to give the best performance
(Fig. 11). In each case, we observe that the difference among
the various heuristics is not too significant.

4.2.4 Computational Complexity
We now address the issue of computational complexity

for the various heuristics. Random and FF are the simplest in
terms of computational complexity and their running times
are on the order of O(W), where W is the number of wave-
lengths in the network.

LU and MU are more complex than Random and FF.
Considering a single-fiber network with W wavelengths and L
links, LU and MU will run in O(WL). For a multi-fiber network
with M fibers on each link, these heuristics will run in O(WLM).

MP and LL are both usable in multi-fiber networks. Let K
denote the number of nodes in such a network. MP calculates
Πl∈π(p)Alj for all W wavelengths and then chooses the wavelength
that minimizes the product. The number of links on a path is
bounded by O(N). Hence, the computation in MP will take
O(KW).The calculation in LL is similar and also takes O(KW).

MΣ and RCL are relatively expensive. If we consider the
number of paths in a single-fiber network that share common
links with a given path, the worst-case running time is on the
order of O(K2). To calculate the capacity on each such path,
all the links along that path have to be examined for the min-
imal number of available wavelengths.The number of links on
a path is bounded by O(K). Hence, in the worst case, we have
O(WK2) cells in the table we used to calculate MΣ or RCL
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Figure 10: Comparison of Random, FF, LU, MU, LL, Max-Sum,
and RCL for two-fiber network with 8 wavelengths.
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and filling each cell takes at most O(K).The overall computa-
tion cost will be O(WK3), which is very expensive.

Rev and Thr will both take constant time.

4.3 Our Proposal: Distributed Relative
Capacity Loss (DRCL)

There are additional costs in implementing algorithms
LU, MU, MP, LL, MΣ, and RCL that involve global knowledge
of the network state in a distributed-controlled network.
Information on the network state must be exchanged fre-
quently to ensure accurate calculations, similar to what must
be done in implementing the link-state routing protocol. MΣ
and RCL perform well but are difficult and expensive to
implement in a distributed environment. Furthermore, MΣ
and RCL both require fixed routing, which makes it difficult
to improve network performance. In order to implement an
effective wavelength-selection policy in a distributed adaptive-
routing environment, two problems have to be solved:

• how is information of network state exchanged? and 
• how can we reduce the amount of calculation upon 

receiving a connection request? 
To speed up the wavelength-assignment procedure, each node
in the network stores information on the capacity loss on each
wavelength so that only a table lookup and a small amount of
calculation are required upon the arrival of a connection
request.To maintain a valid table, the related values should be
updated as soon as the network state has changed. To simpli-
fy the computation, we propose an algorithm called
Distributed Relative Capacity Loss (DRCL). The routing is
implemented using the Bellman-Ford algorithm [32]. In
Bellman-Ford, each node exchanges routing tables with its
neighboring nodes and updates its own routing table accord-

ingly. We introduce an RCL table at each node and allow the
nodes to exchange their RCL tables as well.The RCL tables are
updated in a similar manner as the routing table. Each entry
in the RCL table is a triple of (wavelength w, destination d,
rc l(w, d)). When a connection request arrives and more than
one wavelength is available on the selected path, computation
is carried out among these wavelengths. Similar to the manner
in which MΣ and RCL consider a set of potential paths for
future connections, DRCL considers all of the paths from the
source node of the arriving connection request to every other
node in the network, excluding the destination node of the
arriving connection request. DRCL then chooses the wave-
length that minimizes the sum of rc l(w, d) over all possible
destinations d.
The rcl(w,d) at node s is calculated as follows:

• If there is no path from node s to node d on wavelength
w, then rcl(w,d) = 0; otherwise,

• If there is a direct link from node s to node d, and the
path from s to d on wavelength w is routed through this link
(note that it is possible for a direct link to exist between two
nodes, but for the path to be routed around this link), then
rcl(w,d) = 1/k, where k is the number of available wavelengths
on this link through which s can reach d; otherwise,

• If the path from node s to node d on wavelength w starts
with node n (n is s’s next node for destination d on wavelength
w), and there are k wavelengths available on link s →n through
which s can reach d, then rcl(w,d) at node s is set to 
(1/k, rcl(w,d) at node n).

Table 3 shows the computation carried out by DRCL for
the same example given in Fig. 7 and Section 4.2.1. If we are
attempting to set up a connection on path (2,4), we must then
calculate the RCL for each of the paths (2, 0), (2, 1), (2, 3),
(2, 5), and (2, 6) on each wavelength.The path (2, 0) can only
be established on one possible wavelength, λ0; thus, its RCL
on wavelength λ0 is 1, and its RCL on the other wavelengths
is 0. Path (2, 1) can be established on one of three wave-
lengths, yielding RCL values of 1/3 for each of these wave-
lengths. Path (2, 3) can be established on any of the four wave-
lengths, leading to RCL values of 1/4 for all wavelengths. Path
(2, 5) can be established on three wavelengths, giving RCL
values of 1/3, and path (2, 6) can be established on two wave-
lengths, yielding RCL values of 1/2. Note that these RCL values
can be calculated at Node 2 only using the RCL tables from
the adjacent nodes 1 and 3. Also, the calculations for RCL can
be done prior to the arrival of a connection request, reducing
the time required to select a wavelength and set up the light-
path.When a connection request arrives, DRCL simply has to
sum the RCL values for each wavelength over all destinations
excluding the destination of the connection request itself.The
wavelength that yields the lowest total relative capacity loss is
then selected. In the above example, wavelength λ3 will be
chosen (see Table 3).
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Figure 11: Comparison of Random, FF, LU, MU, MP, LL,
Max-Sum, and RCL for four-fiber network with 4 wavelengths.

wavelength RCL from source to each destination Total RCL loss

(2,0) (2,1) (2,3) (2,5) (2,6) on each wavelength 

λ3 0 1/3 1/4 1/3 0 11/12
λ2 0 1/3 1/4 1/3 1/2 17/12
λ1 0 0 1/4 1/3 1/2 13/12
λ0 1 1/3 1/4 0 0 19/12

Table 3: The calculation in DRCL.



DRCL works well with adaptive routing for distributed-
controlled networks because it distributes the computation
load among all the network nodes, and each node can thus
utilize information from other nodes. We have compared the
performance of DRCL with other schemes through simula-
tion in a single-fiber network (shown in Fig. 8) and our results
are shown in Fig. 12. Specifically, DRCL’s performance is
compared to those of RCL (with fixed routing) and FF (with
fixed and adaptive routing) in Fig. 12. Note that RCL cannot
be implemented with adaptive routing. We observe that
DRCL slightly outperforms FF (with adaptive routing) in the
reasonable region (the region in which the network performs
well in terms of blocking probability, which is 45-65 Erlangs
in this network), and they both perform better than RCL and
FF with fixed routing. Overall, it appears that the routing
scheme has much more of an impact on the performance of

the system than the wavelength-assignment scheme. This
”routing is more significant” conclusion is consistent with the
findings in previous studies [9]. Therefore, it is important to
first decide on a good routing mechanism, and then to choose
a wavelength-assignment scheme that can easily be imple-
mented in conjunction with the selected routing mechanism.

5 CONCLUSION
In this work, we have provided an overview of the various

approaches that can be used to route and assign wavelengths
to connections in a wavelength-routed optical WDM network.
The combined routing and wavelength-assignment problem
can be formulated as an integer linear program (ILP), which
is NP-complete.While the use of simplifying assumptions and
problem-size reduction may allow the ILP to be solved for
small networks, it may be more practical to decouple the RWA
problem into its routing component and its wavelength-
assignment component for larger networks.

The static routing problem, in which the set of connec-
tions which need to be routed is known in advance, may also
be formulated as an ILP which is NP-complete. A more tra-
ditional approach to routing is to use shortest-path algo-
rithms; however, relying on a single fixed shortest path may
lead to high blocking probabilities. It has been shown in the
literature that techniques such as fixed-alternate routing and
adaptive routing provide significant benefits over fixed-short-
est-path routing, and often, these routing approaches even
provide improved performance over wavelength conversion
[9]. In networks that require protection, having either fixed-
alternate or adaptive routing is a requirement [10], [26].

A significant amount of work has been done in the literature
to address the issue of wavelength assignment.Table 4 gives an
overview of some of the proposed wavelength-assignment
algorithms. Graph-coloring heuristics can be applied to the
static case in which all connections and their routes are known
in advance. For dynamic traffic in which connection requests
arrive one at a time, there are a number of possible heuristics.
It is found that more complicated heuristics, such as Max-
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Figure 12: Comparison of DRCL,FF with adaptive routing,RCL
(which can only be implemented with fixed routing), and FF with
fixed routing.

Problems Approaches On/Off line Comments References
Static RWA ILP formulation off line NP-complete [1, 4]
Routing ILP formulation off line NP-complete [1, 4]

fixed routing on/off line in order [6, 8, 9, 10]
alternate routing increasing
adaptive routing on line performance

& complexity
WA WA (connections graph coloring off line NP-complete [1, 2]

and routes are 
known)
WA + LU (SPREAD) on/off line heuristics [11, 12, 14, 15, 16, 17]
fixed routing Random approximately

MP (multi-fiber) in order of
FF increasing
MU (PACK) performance
LL (multi-fiber)
MΣ
RCL

Other WA Rsv on line must be combined with [13]
algorithms Thr other WA algorithms

Table 4: Summary of RWA schemes.



Sum and RCL, provide lower blocking probability than sim-
pler heuristics; however, the difference in performance among
the various heuristics is not very large (as was shown in Figs. 9
through 11). Also, these two heuristics rely on fixed routing
and cannot be directly applied within an adaptive-routing
environment.

We introduced a new wavelength-assignment algorithm,
called Distributed Relative Capacity Loss (DRCL), which is
based on RCL.The proposed approach is well suited for a dis-
tributed-controlled network in which adaptive routing is uti-
lized, and it was shown that DRCL performs as well as the
other wavelength-assignment heuristics in an adaptive-routing
environment. Since routing decisions play a significant role in
determining the blocking performance of a network, it is crit-
ical to choose a wavelength-assignment scheme, not based
solely on its blocking performance relative to other wave-
length-assignment schemes, but also based on its compatibility
with the chosen routing protocol.

Topics of our ongoing investigation include the compari-
son of RCL and DRCL in several other aspects, such as band-
width requirement of control messages and computation over-
head.
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