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Abstract—We measure the capacity of multiple-input mul-
tiple-output radio systems in microcellular environments. We use a
new data evaluation method that allows to evaluate the cumulative
distribution function of the capacity from a single measurement.
This method is based on an extraction of the parameters of the
multipath components and, thereafter, a synthetic variation of
their phases. In the analyzed environments, we find capacities to
be about 30% smaller than would be anticipated from an idealized
model. In addition, the frequency selectivity of the channel makes
the cdf of the capacity steeper and, thus, increases the outage
capacity, compared with the frequency-flat case, but the influence
on the mean capacity is small.

Index Terms—Multipath channels, multiple-input mul-
tiple-output, radio propagation.

I. INTRODUCTION

M IMO (multiple-input multiple-output) wireless systems
have multiple antennas at both transmitter and receiver.

In contrast to conventional smart antennas, which improve the
quality of a single data stream, a MIMO system provides mul-
tiple independent transmission channels, thus, leading (under
certain conditions) to a channel capacity that increases linearly
with the number of antenna elements. This fact was first rec-
ognized by simulations in the late 1980s [1], but gained large
attention mainly with the publication of analytical results in
the mid-1990s [2]–[4]. Since that time, the interest in MIMO
systems has exploded. Space-time codes that come reasonably
close to realizing this capacity have been proposed [5], [6], and
commercial products based on such ideas are currently under
development [7]

Right from the beginning, it was realized that the nature of the
channels, its statistical properties, and the correlation of the an-
tenna elements will decide whether the predicted capacities can
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be reached in reality. So MIMO measurements are desperately
needed, although they are quite cumbersome and difficult to
make. Previous theoretical work is based on simplified channel
models. Most references assumed that the signal at each antenna
element is Rayleigh fading and uncorrelated with the fading at
all antenna elements. Such a channel, which requires a rich mul-
tipath environment, is good for MIMO systems, because it guar-
antees the existence of independent transmission channels.1Ref-
erence [8] discussed various physical conditions for the decor-
relation condition to hold, and how the capacity changes if these
are not fulfilled. [9] and [10] investigated the effect of deviations
from the standard model. They assumed local scattering around
the mobile station (MS), with a rather small angular spread as
seen from the base station (BS) [11], [12]—an assumption that
is often fulfilled for macrocells, but not for micro- and picocells.
All the above mentioned investigations are for the flat-fading
case, while [13] also investigated the effect of time dispersion
with the macrocell model of [12]. Recent investigations [14],
[15] also indicate that there are certain channel configurations
(termed “keyholes” of “pinholes”) where the capacity is dramat-
ically lower than in the independent-Rayleigh-fading case.

The earlier theoretical work assumed frequency-flat fading
channels. Recently, interest has turned to the performance in
frequency-selective channels, e.g., [13], [16]. There are two rea-
sons for this interest: 1) MIMO systems are especially suit-
able for high-data-rate communications, which inherently cover
larger bandwidths and, thus, usually encounter frequency-selec-
tive channels; and 2) the frequency diversity inherent in fre-
quency-selective channels can be exploited to additionally in-
crease the outage capacity of the system. Again, this additional
improvement depends on the details of the channel model.

In contrast to all those theoretical efforts, little is known about
capacity evaluations based on measurement campaigns. One
reason for this is certainly the expense and inconvenience of per-
forming double-directional measurement campaigns, which are
one step up from the already difficult directional measurements
at BS or MS [17]. To alleviate this problem, we propose in this
paper a new procedure that allows to evaluate the cumulative
distribution function (cdf) of the capacity from a single MIMO
channel snapshot. We apply the procedure to the evaluation of
a measurement campaign in microcells.

Thus, the major contributions of this paper are the following.

1) We present a new method to extract, from a single mea-
surement, a MIMO radio channel parametrization that al-

1For many years, it had been believed that mobile radio channels with a high
degree of multipath scattering are hostile and inherently “bad” channels.
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lows the determination of the cdf of the capacity. It is
based on the determination of the directions-of-arrival
(DOAs), direction-of-departure (DODs), and delays of
the multipath components, coupled with a synthetic vari-
ation of their phases. This procedure allows a drastic re-
duction of the measurement effort.

2) We apply this method to measurements at 5.2 GHz
both for the frequency-flat and the frequency-selective
channel. From this, we derive:

a) results for the capacity offrequency-flatchannels
in microcellular environments, and investigate the
effects of the number of antennas, and other param-
eters;

b) we derive similar results forfrequency-selective
channels, and show how the mean capacity and
outage capacity are improved as the bandwidth is
increased.

From this, we can draw conclusions about how to model the
MIMO channel best to capture its essential properties.

The rest of the paper is organized the following way. In
Section II, we present the measurement setup and the en-
vironments covered by our measurement campaigns. The
algorithms that we used for the extraction of the parameters of
the multipath components are described in Section III. Next,
we describe the principle of our capacity evaluation approach,
both for the frequency-flat and the frequency-selective channel,
and discuss its general applicability. Section V gives the results
of our evaluation, and discusses the influence of the various
parameters on our results. A summary concludes the paper.

II. M EASUREMENTSETUP

We performed a measurement campaign in two courtyards
in Ilmenau, Germany. We measured in the 5.2-GHz band, as
this has been assigned for wireless local area networks (LANs),
e.g., HIPERLAN (see www.etsi.org), or IEEE 802.11a. These
standards specify wireless communication between computers,
which is a compelling application for MIMO systems. Our mea-
surement device was a RUSK ATM channel sounder with a
bandwidth of 120 MHz, connected via a fast RF switch to a
uniform linear receiver antenna array. This array consisted of

antenna elements (60 element-beamwidth), plus
two dummy elements at each end of the array. All these com-
ponents together constitute a single-directional channel sounder
that is described in more detail in [18]. To perform double-di-
rectional measurements, we also need an array of transmit an-
tennas. For simplicity as well as versatility, we decided on a vir-
tual array at the transmitter. It consists of a monopole antenna
mounted on a X–Y-positioning device with stepping motors.
The positioning was controlled by a personal computer (PC) via
a serial RS 232 interface.

The raw data were acquired using a two-sided multiplexing
technique [19]. We positioned the transmit antenna at a certain
position, and started to sound the channel. At the receiver, the
RF switch was connected to the first antenna element of the
array, so that we sounded the transfer function (measured at

Fig. 1. Measurement setup with double array multiplexing for sounding the
double-directional radio channel.

192 frequency samples) from the first transmit to the first re-
ceive element of our array. Then, the switch was connected to
the next receive antenna element, and the next transfer function
was measured. The measurement of all those transfer functions
was repeated 256 times, in order to assess the time variance of
the channel (see below). Then, the transmit antenna was moved
to the next position, and the procedure was repeated. For the
multipath parameter evaluation, we used transmit an-
tenna positions that were situated on a cross (i.e., 8 positions on
each axis of the cross) and recorded bursts of complex channel
transfer functions. The regularly sampled data (in frequency,
time and two spatial domains) were buffered on a harddisk,
stored on a digital audio tape (DAT)-tape, and later transferred
to the PC.

For a correct extraction of the multipath parameters, trans-
mitter and receiver must be properly synchronized in time and
frequency. This was achieved by connecting transmitter (TX)
and receiver (RX) by an optical fiber. The effect of signal run-
time through the fiber and the signal processing delays were
eliminated by back-to-back calibration. The measurement setup
is shown in Fig. 1.

Any virtual array requires that the channel remains static
during the measurement period. In our case, one complete
measurement run (2 8 antenna positions at TX times 8 spatial
samples at RX times 192 frequency samples and 256 temporal
samples gives 16 8 192 256 6.291.456 complex
samples) took about 5 minutes. To assure the time-invariance
during that period, we used two procedures: the first one was
a Doppler-filtering procedure (see Section III). Secondly, we
performed measurements in the same location three times at
intervals of about 5–10 min, and compared the results.

On the other hand, there are two compelling advantages of
the virtual array-technique: 1) it is more versatile than the phys-
ical-array arrangement; and 2) there is no mutual coupling to
neighboring elements, so that no calibration is required.
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III. D ATA EVALUATION

We will see that for our new evaluation of the capacity, we
need not the transfer function from each element to each next
one, but rather the parameters [(delays, directions of arrival
(DOAs), directions of departures (DODs)] of the multipath
components. There is a wealth of methods available for this
task. For the extraction of delays, the usual Fourier transform
with Hanning windowing would yield sufficiently accurate
estimates, since our measurements were performed with a
very high bandwidth. However, DOA estimation from spatially
sampled data by Fourier methods would yield low accuracy in
the DOA and DOD estimation, since the number of antenna
elements is rather low. Due to this reason, superresolution
algorithms are required [20]. These algorithms assume a
parametric model for the incident signal (to wit, a sum of planar
waves), and use the measured signal to extract its parameters.
The limitations of superresolution algorithms do not lie in the
resolution, but rather in the number of waves multipath com-
ponents (MPCs) that they can estimate. We will see that it is
beneficial to apply a superresolution algorithm not only for the
DOAs and DODs, but also the delay estimation. In principle,
a sequential or joint estimation [21], [22] of the parameters is
possible—we used the sequential approach in our evaluations.

Starting from the four-dimensional transfer function (time,
frequency, position of RX antenna, position of TX antenna),
we first compute the Doppler-variant transfer function by
Fourier transforming the 256 temporal samples (with Han-
ning windowing). Next, we eliminate all components that
do not exhibit zero Doppler shift (Doppler filtering). Those
components correspond, e.g., to MPCs scattered by leaves
moving in the wind, as we made sure that no moving persons
or machinery were in the measured courtyard. The eliminated
components carry on the order of 1% of the total energy. The
three-dimensional (static) transfer function obtained in that way
is then evaluated by unitary estimation of signal parameters
by rotational invariance techniques (ESPRIT) [23] to estimate
the delays . Unitary ESPRIT is an improved version of
the classical ESPRIT algorithm [24]. They both estimate the
signal subspace for extraction of the parameters of (spatial or
frequency) harmonics in additive noise. One important step in
ESPRIT is the estimation of the model order. Different methods
have been proposed in the literature for that task. We used the
relative power decrease between neighboring eigenvalues with
additional correction by visual inspection of theScree Graph
showing the eigenvalues.

After estimation of the parameters, we can determine the
corresponding “steering” matrix . Subsequent beamforming
with its Moore–Penrose pseudoinverse [25] gives the vector
of delay-weights for all

(1)

where is the vector of transfer coefficients at the 192 fre-
quency subbands sounded. This gives us now the transfer co-
efficients from all positions to all positions separately
for each delay . Thus, one dimension, namely the frequency,
has been replaced by theparameterizedversion of its dual, the
delays.

Fig. 2. Sequential estimation of the parametric channel response in the
different domains: alternating estimation and beamforming.

For the estimation of the DOA in each of the two-dimen-
sional transfer functions, we apply ESPRIT estimation and
beamforming by the pseudoinverse

(2)

Finally for the DOD

(3)

The whole evaluation procedure is sketched in Fig. 2. It gives
us the number and parameters of the MPCs, i.e., the number and
values of delays, which DOA can be observed at these delays
and which DOD corresponds to each DOA at a specific delay.
Furthermore, we also obtain the powers of the MPCs. One im-
portant point in the application of the sequential estimation pro-
cedure is the sequence in which the evaluation is performed.
Roughly speaking, the number of MPCs that can be estimated
is the number of samples we have at our disposal. It is thus vital
to first evaluate the frequency domain, since we had two sam-
ples available.2 Estimating DOAs in a first step would strongly
limit the number of resolvable MPCs. As we will see below, the
number of strong MPCs, as determined from the scree graph,
was on the order of 30. This could be resolved with the avail-
able frequency samples.

More details about the evaluation procedure can be found in
[26].

IV. CAPACITY COMPUTATION

A. The Key Idea

In a fading channel, the capacity is a random variable, de-
pending on the local (or instantaneous) channel realization. In
order to determine the cdf of this capacity and, thus, the outage
capacity, we would have to perform a large number of measure-
ments either with slightly displaced arrays, or with temporally
varying scatterer arrangement. Since each single measurement
requires a huge effort, such a procedure is highly undesirable.

2Actually, we had to perform a smoothing over subarrays (equivalent to spa-
tial smoothing) first. In the frequency domain, the size of the subarrays was 64,
so that 129 samples remained—still more than enough to resolve all dominant
MPCs. In the spatial domains, the size of the subarrays was four.
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To improve this situation, we propose a new evaluation tech-
nique that requires only asinglemeasurement of the channel.
This technique relies on the fact that we can generate different
realizations of the transfer function by changing thephasesof
the multipath components. It is a well-established fact in mobile
radio that these phases are uniformly distributed random vari-
ables, whose different realizations occur as either transmitter,
receiver, or scatterers move [27]. We can, thus, generate dif-
ferent realizations of the transfer function from theth transmit
to the th receive antenna as

(4)

where is a uniformly distributed random phase, which can
take on different values for the different MPCs numbered.
Note, however, that stays unchanged as we consider different
antenna elementsand . To simplify discussion, we for now
consider only the flat-fading case, i.e., .

We can, thus, generate different realizations of the channel
matrix

(5)

by the following two steps.

1) From a single measurement, i.e., a single snapshot of the
channel matrix, determine the DOAs, and DODs of the
MPCs as described in Section III;

2) Compute synthetically the impulse responses at the posi-
tions of the antenna elements, and at different frequencies.
Create different realizations of one ensemble by adding
random phase factors (uniformly distributed between 0
and 2 ) to each MPC.

For each channel realization, we can compute the capacity3

from [3]

det (6)

where denotes the signal-to-noise ratio (SNR).is the identity
matrix and superscript means Hermitian transposition.

B. Frequency-Selective Case

For the frequency-selective case, we have to evaluate the ca-
pacity by integrating over all frequencies. In the following, we
consider the channel capacity per unit bandwidth (dimension
bit/s/Hz):

det (7)

Here, is the frequency-dependent transfer matrix. The in-
tegration range is the bandwidth of interest.

3This is the capacity when the channel is unknown to the transmitter, so we
assume the transmit power to be equally distributed over all TX antennas, as
no waterfilling can be employed. Our procedure for generating capacity cdfs
is, however, also valid for the case of known channels, where an appropriately
modified capacity equation [28] is to be used.

Fig. 3. Cdf of capacity in Scenario II with eight antenna elements and 20
dB SNR. Uniformly distributed random phases (solid), synthetic transmitter
displacement (dashed), and measured transmitter displacement (dotted).

C. Validation

Despite the intuitive appeal of ascribing uniformly distributed
random phases to the MPCs, further experimental validation is
desirable. For this, we proceed in two steps.

1) We establish that, in our case, ascribing uniformly dis-
tributed phases gives the same capacity cdf as moving the
transmitter synthetically over a given range.

2) We establish to what extent the cdf with the synthetic
transmitter movement can be reproduced experimentally.

A movement of the transmitter position can be easily emu-
lated in the computation of our transfer function. The only con-
dition is that the DODs and delays do not change significantly
as we move the transmitter.4 By transposing (displacing) and/or
rotating the antenna arrays, we can, thus, create different real-
izations of the channel. The resulting cdf can then be compared
with the cdf as computed by the method of Section IV-A. Fig. 3
shows one example of such a comparison (solid and dashed
lines) in Scenario II. We see excellent agreement.

The second step is the comparison of the synthetic receiver
movement to actual measurement results of the capacity. We
measured the transfer function with eight different linear syn-
thetic transmit arrays, displaced (in the direction orthogonal to
the orientation of the array) by multiples of half the wavelength.
As we have only eight samples of the channelmatrix, the cdfs
exhibit a strong “staircase” characteristic (dotted line in Fig. 3).
It is noticeable that the capacity as obtained from the direct mea-
surements is larger than the synthetically obtained capacity.

There are several effects that can lead to a difference between
directly measured capacities and capacities based on extracted
MPC parameters. We investigated the following possibilities:

• The basic correctnessof the evaluation programs. This
was checked by analyzing known synthetic data.

• The influence of the beamforming algorithm(see
Section III) on the obtained powers of the MPCs. We
analyzed this by applying different beamformers (apart
from the simple Moore–Penrose pseudoinverse), but did
not observe a significant effect on the capacity. Note,
however, that the identification of the MPC powers is best
done in the first step of the sequential ESPRIT algorithm,

4Actually, the delays do not play a role for the flat-fading case, but become
relevant for the frequency-selective case described below.
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(a) (b)

Fig. 4. Power delay profiles (lines) (a) in the LOS Scenario I and (b) in the obstructed LOS Scenario IV. Superimposed (circles) are the identified MPCsthat are
further used to compute the simulated capacities.

as beamforming errors tend to accumulate, and can lead
to serious mis-estimation of the signal powers5 .

• The influence of the estimatednumber of multipath com-
ponents.As mentioned in Section III, the estimation of
the channel rank is one of the most important, but also
most difficult problems of high-resolution algorithms. We
tested different ranks of the channel—however, the influ-
ence on the measured capacities was minor.

• The influence ofnoise.Noise in the directly measured data
enhances the capacity, as it leads to uncorrelated contribu-
tions to the scattering function. For the line-of-sight (LOS)
scenarios (Scenario I and II), an effective SNR on the
order of 20 dB would be required to explain the discrep-
ancy between directly measured capacities and random-
phase-generated capacities. For Scenarios III and IV, ef-
fective SNRs of 7 dB and 10 dB, respectively, would be
required. However, we note that the SNR of our measure-
ment system was much better.6

• The impact of thepowersof the obtained multipath com-
ponents. We compared them to the powers obtained from
the directly measured data (transfer functions). By Par-
seval’s theorem, they should converge to the same values
as the number of samples tends to infinity. However, we
found that the total powers of the MPCs were noticeably
lower. The ratio of the “unaccounted” power (i.e., power
not ascribed to a MPC) over the total power was20 dB
in Scenarios I and II, but 6 and dB in Scenarios III
and IV.

From the above, we conclude that, due to both noise and unac-
counted MPCs, the effective SNR is rather low, and we were not
able to identify which part of the parameter extraction algorithm
was responsible for “losing” some of the power. If, however, we
added the unaccounted power as “equivalent” noise in our para-
metric model, we would get very good agreement between di-
rectly-measured capacities and parameter-based capacities.

5Note that the capacity plots given in [29] are based on such accumulated
power estimates.

6Independently from our investigations, [30] has treated the influence of noise
on the capacity.

Our “random phase” method works, in principle, for an arbi-
trary number of antennas. As long as the MPCs can be deter-
mined (e.g., in the delay domain), even the capacities of arrays
larger than the measurement array can be analyzed. We stress,
however, that the effects of unresolved MPCs on the capacity
become stronger as the number of antennas increases (see also
Section V, Fig. 8).

V. RESULTS

A. Measurement Environments

The following scenarios were evaluated with the procedure
described above:

• Scenario I: A courtyard with dimensions 26 m27 m,
open on one side.The RX-array broadside points into the
center of the yard, the transmitter is located on the posi-
tioning device 8 m away in LOS. The power delay profile
(PDP) in this scenario is given in Fig. 4 (left plot).

• Scenario II: Closed backyard of size 34 m40 m with
inclined rectangular extension.The RX-array is situated
in one rectangular corner with the array broadside of the
linear array pointing under 45inclination directly to the
middle of the yard. The LOS connection between TX and
RX measures 28 m. Many metallic objects are distributed
irregularly along the building walls (power transformers,
airconditioned fans, etc.). This environment looks very
much like the backyard of a factory (Fig. 5).

• Scenario III: Same closed backyard as in II but with artifi-
cially obstructed LOS path.It is expected that the metallic
objects generate serious multipath and higher order scat-
tering that can only be observed within the dynamic range
of the device if the LOS path is obstructed.

• Scenario IV:Same as Scenario III but with different TX
position and LOS obstructed. The TX is situated nearer
to the walls. Fig. 4 (right plot) gives the measured power
delay profile. The PDPs in Scenarios II and III look sim-
ilar, besides the LOS component that occurs dominantly
for Scenario II. More details about the scenarios can be
found in [26].
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Fig. 5. Geometry of the environment of Scenario II to IV (backyard) in top
view. Superimposed are the extracted DOAs and DODs for Scenario III.

Fig. 6. Azimuthal power spectra at (a) the transmitter and (b) receiver for
Scenario III (obstructed LOS). Spectra computed with minimum variance
method (MVM, Capon’s beamformer). Angles refer to array broadside, so that
(due to array position)+8 and�53 correspond.

Fig. 6 shows the azimuthal power spectra at (a) the transmitter
and (b) the receiver for Scenario III (obstructed LOS). Shown is
the nonambiguous angle range of 180w.r.t. broadside for the
linear arrays used in the capacity computation. As can be seen,
the power is distributed approximately uniformly at the trans-
mitter, where we took the spatial samples of the capacity. Even
though the distance between the sampling points was only half
a wavelength, this angular spectrum assures that even neigh-
boring samples (i.e., samples spaced half a wavelength apart)
are approximately decorrelated. It can also be seen that the ob-
struction of LOS was not sufficient to remove this component
entirely. This is reflected by the maximum of the spectra, which
corresponds well to the LOS direction.

Fig. 7. Cdfs of the MIMO channel capacity encountered in Scenarios I–IV,
and the cdf for an ideal channel. The SNR is 20 dB and 4� 4 antenna elements
were used.

B. Capacity Distribution in Flat-Fading Channels

First, we consider the capacity cdf of the flat-fading chan-
nels as evaluated by the method of Section IV-A. We assume
linear antenna arrays with 4 elements each at transmitter and
receiver, and an SNR of 20 dB. In our environments, we find a
10% outage capacity on the order of 11–16 bits/s/Hz (see Fig. 7)
compared with more than 18 bit/s/Hz in the ideal channel.7 Fur-
thermore, we also observe that the capacity varies considerably
from one environment to the next. In those cases where a LOS
exists, the capacity is lower than for the NLOS situations (how-
ever, the comparison made above is not really fair: in a LOS
environment, the SNR will usually be much higher than in a
NLOS environment). Finally, we observe that all measured cdfs
are steeper than the “ideal” cdf—especially in Scenarios I and
II. This is related to the existence of a few dominant compo-
nents. In Scenarios I and II, a single component (the LOS com-
ponent) carries most of the power, while in Scenarios III and
IV, a few components with small delay carry most of the power.
The “ideal” cdf can only be obtained by a large number of com-
ponents with approximately equal power. We also observe that
the properties of our measured channel lead to a loss (compared
with the ideal channel) ofoutage capacitythat is smaller than
the loss ofmean capacity.

Further simulations showed that the measured outage ca-
pacity exhibited no significant increase if we increased the
inter-element spacing above . A similar observation was
made in [31] for the case of spatially uniformly distributed
scatterers between transmitter and receiver. This indicates
that decorrelation via the phases is not the limiting factor for
our capacities. Rather, the relatively small number of MPCs,
and especially the different powers carried by them, limits

. We checked this conjecture by using the measured DOAs
and DODs, but assigning equal power to the MPCs, and got
capacities very similar to the “ideal” case.

Fig. 8 reports the effect on the capacity when increasing the
number of antenna elements at both link ends ( ). It
can be seen clearly that the capacity gain per additional antenna
element is much larger for the NLOS than for the LOS case, a
result that is in line with the reasoning of [8]. We also observe

7The “ideal” MIMO channel results from independent identically distributed
complex Gaussian entries in the transfer matrix.
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Fig. 8. Outage capacity at 10% level in Scenarios I (LOS) and IV (LOS) over
the number of antenna element pairs.

Fig. 9. Capacity of a 4� 4 antenna arrangement in Scenario I at different
bandwidths andSNR = 20 dB.

that for a small number of antenna elements, the outage capacity
of the LOS case is larger than for the NLOS case, while this is
reversed for a large number of antenna elements. We also see
that the effect of noise or unaccounted-for power on the capacity
becomes larger with a larger number of antenna elements, as
expected.

C. Frequency-Selective Channels

Fig. 9 shows the gain in mean capacity and outage capacity in
Scenario I as we increase the bandwidth. Essentially, we would
expect a gain in the outage capacity as we increase the band-
width (note that we normalize the capacity to unit bandwidth in
all cases). This should occur because the frequency selectivity of
the channel adds additional diversity, so that theoutagecapacity
becomes closer to themeancapacity. In Scenario I, the outage
capacity improves from 13.6 bits/s/Hz to 14.2 bits/s/Hz indeed,
when we increase the bandwidth from narrowband to 100 MHz,
and to 13.8 bits/s/Hz when the bandwidth is a (more realistic)
10 MHz. As could be anticipated, the correlation bandwidth of
the channel thus has an important influence on the improvement
of the outage capacity.

Another interesting point is the improvement of the mean
capacity by using wideband transmission in a frequency-se-
lective channel. For the single-antenna case, it is well-known
that the mean capacity is not improved by frequency diversity.
However, [10] has shown theoretically that, in MIMO systems,
the frequency selectivity of the channel can increase also the

Fig. 10. Capacity distribution for narrowband case (dashed) and 100 MHz
bandwidth (solid) and 10 dB SNR in Scenario I for array sizesN = N =

1; 2; 4; 8.

mean capacity. Increases up to 30% were predicted for certain
channel situations. However, in our measurements, we found
only a small change in the mean capacity as we increased the
bandwidth and, thus, the frequency selectivity. Specifically, the
increase was always less than 10%. This is probably due to
the fact that the scatterer distribution in our scenarios differed
appreciably from the one assumed in [10].

Finally, we investigate the improvement of the outage ca-
pacity by frequency diversity as a function of the array size.
We find that both the relative and the absolute improvement de-
creases as the number of antennas increases, see Fig. 10. The
reason for this behavior is that the additional antennas already
provide some degree of diversity, so that the additional fre-
quency diversity becomes less important.

VI. SUMMARY AND CONCLUSION

We have presented measurements of the channel capacity of
MIMO systems, and shown how a parametric channel model
allows the evaluation of the complete cdf, and the outage ca-
pacities at arbitrary outage levels. Our new method is based
on first extracting the parameters of the MPCs from one mea-
surement snapshot, and then obtaining different channel real-
izations by assigning random phases to the MPCs. This method
has been both physically justified and tested against measure-
ment results. The parametric channel representation, together
with the random-phase technique, is much more versatile than
conventional representations. For example, we can analyze the
influence of the channel on MIMO systems with more antennas
than the channel sounding equipment, or with different antenna
configurations.

We then showed important properties of measured channels
in two courtyards. We identified the channel properties that most
strongly influence the capacity in those environments. We found
that despite an almost uniform distribution of the DOAs and
DODs, the capacities are up to 30% lower than would be ex-
pected from a simple model. We also showed that in the con-
sidered environments, a transmission bandwidth of 100 MHz is
required to make the cdfde factoa step function, with 10 MHz
giving only half the improvement in outage capacity. Finally, we
found no significant increase in the mean capacity even for very
large bandwidths.
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Naturally, numerous measurement campaigns in many dif-
ferent environments will be needed in the future before a com-
plete understanding of the double-directional channel and the
resulting capacities is achieved.
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